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Abstract 
 

International remittances have grown to become an integral source of finance 
for development. Existing literature posits that there is an association between 
remittances and growth in developing countries. Economic growth models 
highlight the importance of capital accumulation and high level financial flows, 
the inadequacy of which characterizes developing countries and often explains 
their fate. It is argued that remittances will provide a panacea to the serious 
poverty experienced in such developing economies by increasing financial flows 
and household income, which in turn stimulates consumption, savings, 
economic growth and ultimately development. The robustness of this 
relationship is, however, often questioned. Indeed, the propensity of remittances 
to achieve these aspirations very much hinges on the determining factors 
motivating the remitters and the magnitude of the remittances. Hence, given 
the significant flows of remittances to the developing countries, this study 
attempts an analysis of the determinants of remittances to Nigeria. Key 
macroeconomic variables with theoretical potentials of influencing the level of 
remittances received were subjected to econometric model testing using time 
series data from 1980 to 2013. The results indicate that the level of remittances 
received is more a function of portfolio motives than other macroeconomic 
factors. 
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Introduction 

International remittances have increasingly grown to become an integral 
source of finance for development. Remittances represent a vital source of 
income for poor households and a significant contributor to the gross 
domestic product (GDP) of nations, especially developing countries. Evidence 
abounds that money sent home by emigrants makes up quite a large share of 
the revenue of most developing economies, sometimes larger than that of 
official development assistance (Gupta, 2005; Hagen-Zanker & Siegel, 2007; 
Singh et al., 2010; Costantinescu & Schiff, 2014; World Bank 2014a; 2014b). 
Irrespective of the financial crisis plaguing the world, globally remittances 
have grown rapidly, especially between 1990 and 2000, and then trebled in 
the following decade, reaching US$335 billion in 2008 and US$489 billion in 
2011 (UNCTAD, 2012). In 2013, remittances to developing countries 
accounted for 74.5% of global remittances; these countries received 
remittance inflows in the region of US$404 billion. This figure was three 
times the size of official development assistance and, with the exception of 
China, remittance flows to developing countries were significantly larger 
than total foreign direct investment (World Bank, 2014a).  

It is indeed a truism that poverty is pervasive throughout the world and often 
palpable in most developing countries. Globally, it is estimated that 14.5% of 
the world’s population live in conditions of extreme poverty. In Nigeria, the 
situation is much worse, as 62% of the nation’s population are in extreme 
poverty (World Bank, 2015). When living standards are low and chances of 
improvement few and far between, people resort to leaving the shores of 
their own country in search of better opportunities. Migration and 
remittances thus go hand in hand as migrants transfer funds back to their 
country of origin from their destination country. The number of emigrants 
from Nigeria as a percentage of the population, according to the World Bank 
(2011), was 0.6% as at 2010. In 2013 Nigeria received remittance inflows of 
around US$21 billion (World Bank, 2014b), representing 0.4% of the nation’s 
GDP. Evidently therefore, remittances to Nigeria represent a significant 
source of foreign exchange.   

Few studies have been carried out on the determinants of remittances to 
Nigeria. Most of these studies have tended to lay emphasis either on the 
micro level or have distinguished the determinants of remittances to urban 
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or rural areas. However, the macroeconomic determinants of remittances to 
Nigeria remain relatively unknown. This study seeks to assess the 
macroeconomic determinants of international remittances in Nigeria.  

Background to Remittances in Nigeria  

Over the years, migrants’ remittances to Nigeria have increased steadily and 
have now become a significant proportion of the financial inflows into the 
nation. This is partly due to the increasing numbers of Nigerians in diaspora, 
for, as Constantinescu and Schiff (2014) point out, an increase in 
international migration is a major factor driving the growth of global 
remittances. Nigeria has a population of about 173 million (World Bank, 
2014a), accounting for nearly one-fourth of the total population in sub-
Saharan Africa and ranking as the seventh most populous nation in the world 
(World Bank, 2014b).  

Among the developing economies, Nigeria is the fifth largest recipient of 
remittances and the largest in Africa, receiving a total of US$21 billion in 
remittances in 2013. Indeed, Nigeria became the largest recipient of 
remittances in sub-Saharan Africa in 1990, and since 2006 has been the 
largest recipient in Africa, including North Africa (Nyamongo et al., 2012). 
According to the World Bank (2014a), Nigeria’s remittance receipts in 2014 
were projected to be US$22.3 billion. This represents an amount that is 
US$14.4 billion higher than the combined sum received by the other top ten 
largest recipients of remittances in sub-Saharan Africa. Second to Nigeria, in 
sub-Saharan Africa, is Senegal with total remittance receipts of US$1.7 billion 
– just 7.6% of the total remittances to Nigeria. The foregoing has made 
Nigeria a consistent feature in the remittance discourse.  

Determinants of Remittance: A Review of the Literature 

The international remittance literature has highlighted several motives 
driving migrants to send remittances and these are usually addressed at the 
micro or macro level. At the micro level, on the one hand, the three rationales 
that motivate migrants’ remittances are altruism, self-interest and 
contractual motives. On the other hand, remittances are categorized at the 
macro level based on the assumption that flows of international remittances 
can be countercyclical, procyclical or acyclical. 

The altruism rationale holds that remittance flows increase as the migrants’ 
income as well as extent of altruism increases and vice versa. It also predicts 
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that a 1% increase in the migrant’s income associated with a 1% decrease in 
the recipient’s income will increase transfer by 1%. This implies that high 
income migrants will remit more and low income recipients will obtain more. 
Remittances also increase both by the extent of closeness between the 
migrant and the receiving household and the migrant’s aim to return. Also, as 
the number of migrants in a family increases the remittances from a given 
migrant decrease (Funkhouser, 1995). While some studies have found the 
foregoing to be true (see, for example, Lucas & Stark, 1985; Carling, 2008), 
quite a few studies have opposed the altruistic motive for sending 
remittances. Altonji et al. (1997) using data on personal private transfers and 
accounting for cash constraints, number of relatives, and uncertainty, 
rejected the null hypothesis and estimated a transfer-income derivate. Their 
results showed that consumption allocation was dependent on the allocation 
of income.  

Remittances for self-interest are usually motivated by the desire to enhance 
social status, keep the connection with parents for inheritance purposes, or 
as investment either towards the future or with the intention of returning 
back to the home country. For instance, the investment may take the form of 
harnessing the human capital of the migrant’s own children by remitting 
money to fund their education back home. Furthermore, a migrant may remit 
home to his parent in a bid to ensure that he is also taken care of in his old 
age or he may desire to invest in housing or livestock at home, in which case 
a family member back home may serve as the agent. While the latter is what 
Hagen-Zanker and Siegel (2007) refer to as the demonstration effect, the 
former has the effect of enhancing the migrant’s social status at home.  

Remittances could also be driven by contractual motives, in which case 
remittances serve either as a form of exchange, loan repayment or co-
insurance. In an effort to evade the problem of market failures in the home 
country, the new economics of labour migration (NELM) theory posits that a 
migrant leaves his or her home country to enter a non-correlated labour 
market to take advantage of the opportunities in the host country. Such 
migrants help their households in the home country to overcome shocks 
while the migrants may also receive support during times of unemployment 
in the host country. As such, remittances are bound to increase in response to 
shocks or a reduction in income of households. Aggregate remittances, Singh 
et al. (2010) note, would thus be a function of income in the home country, 
wages in the host country and the total number of migrants. Remittances 
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may also be seen as a form of loan repayments used in investing in human 
capital or expenses acquired in the process of migrating. The exchange 
theory is such that the quantity transferred increases as the quantity of 
services rendered increases but it reacts indefinitely to an exogenous 
increase in the beneficiary’s prior-transfer income.  

From the foregoing, the altruistic and exchange motive thus differ in terms of 
possibility for remittance. Cox et al. (1998) held that in the altruistic scenario 
the prospect of transfer lowers with the receiver’s income but this is not so in 
the exchange scenario. This is because public transfers do not crowd out 
private transfers but rather prompt an increase in private flows received by 
recipients. However, if imperfect information exists, the migrants’ wages 
might be fixed according to an evaluation of their efficiency. On the other 
hand, since recipients are protected against economic downturn through 
remittances, this may lead to moral menace (reducing their search for a job, 
reduction in labour output or investing in risky ventures) due to information 
asymmetry.  

In a study that focused on altruism versus exchange (repaying loans for 
educational expenses) from parents to their offspring and vice versa in Peru 
over the 1980s, Cox et al. (1998) controlled for marital status, sex, education 
and for transitory and permanent transfers. Their probit result indicated that 
child-to-parent transfer was inversely related to the parent’s income. They 
thus concluded that the exchange framework was stronger than that of 
altruism. They further found evidence transfers are in most cases to the sick 
and unemployed, which is consistent with the altruistic motive. They also 
found that private and public transfers are supplements rather than 
substitutes, in contrast to Jensen (2004), who argued that public transfers 
crowd out private flows in South Africa. 

Becker (1974; 1991) examined the economics of households and the 
allocation of income among members of the family using the family as the 
unit of economic measurement. In a bid to analyse the “bequeath behaviour” 
of parents, he found that in making economic decisions, parents consider 
their children’s reduced future utility. Aggarwal and Horowitz (2002) on the 
other hand aimed at deriving a model to test the assumptions related to the 
altruism and insurance motivations for remitting using data from Guyana. 
They found that the remittances of individual migrants reduce as the number 
of migrants in a household increases. This implies that remittances were 
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motivated more by altruistism than insurance – to boost consumption levels 
and induce reciprocity. 

In another vein, remittances are categorized at the macroeconomic level on 
the basis that remittance flows can be countercyclical, procyclical or acyclical. 
Remittance flows are classified as countercyclical if they serve as insurance, 
family safety nets or compensatory transfers (Gupta et al., 2009; Singh et al., 
2010). It is assumed that remittances will act counter-cyclically in response 
to periods of hardship in the home country, hence migrants will remit more 
to their households during such periods. Remittances are procyclical if they 
are driven by investment and profit motives, and acyclical if driven by 
implicit motives such as family aid and other social responsibilities (Giuliano 
& Ruiz-Arranz, 2009). Remittances behaving procyclically are premised on 
the “optimization of investment” motive of migrants. This is what is referred 
to as the portfolio approach, in which case remittances respond positively to 
favourable macroeconomic indicators in the migrant’s home country.   

Indeed, empirical evidence on the relationship between the cyclicality of 
remittances and (economic) conditions in the countries of origin has been 
inconclusive. In terms of the association between remittances and income in 
countries of origin, some studies (such as El Sakka & McNabb, 1999; Chami et 
al., 2005; Mishra, 2005; Bouhga-Hagbe, 2006; Yang & Choi, 2007; Buch & 
Kuckulenz, 2009; Singh et al., 2010) have found a negative relationship 
between the two phenomena, hence there is evidence of counter-cyclicality 
as remittances increase with a reduction in income in the home country. On 
the other hand, some studies found evidence that remittances behaved either 
procyclically (see, for instance, IMF, 2005; Lueth & Ruiz-Arranz, 2007; Lin, 
2011; Constantinescu & Schiff, 2014) or acyclically (Sayan, 2006; Yang, 2008). 
Remittances were also found to have increased in response to natural 
disasters (Clark & Wallsten, 2003; Gupta, 2005; Ratha, 2006; Yang & Choi, 
2007; Yang, 2008; Jackman, 2013) and economic crisis (Hysenbegasi & Pozo, 
2002; Kapur & McHale, 2005; Halliday, 2006). Similarly, Black et al. (2004) 
observed an increase in remittance flows to Ivory Coast during periods of 
conflict. Nabar-Bhaduri (2013) noted that remittances increased significantly 
to Sri Lanka since the 1980s in response to the civil war that broke out in 
1983. The World Bank (2014a) observed an increase in remittance receipts 
to Haiti in response to an earthquake and to Pakistan as a result of 
devastating floods in 2010.  
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Empirical conclusions on the relationship between other related 
macroeconomic indicators and remittances have also been a mixed bag. 
While El-Sakka and McNabb (1999) and Singh et al. (2010) found a negative 
and significant relationship between interest rate differentials, Adams 
(2009) observed a significantly positive relationship between investment-
induced remittances and real interest rates. Gupta (2005) and Chami et al. 
(2009), however, found in India and the developing countries respectively, 
that remittances and interest rates were not significantly correlated. In terms 
of exchange rate, Yang (2008) noted that Filipino emigrants sent less money 
when the Philippines currency depreciated. Contrastingly, Lin (2011) 
observed that remittances reduced in Tonga as the country’s currency 
appreciated. Straubhaar (1986) and Chami et al. (2008), however, found that 
exchange rate variations did not affect flows of remittances.  

Investigating the relationship between financial development and 
remittances, Freund and Spatafora (2008) used both transaction costs and 
the presence of a dual exchange rate system as proxies for financial 
development and observed that they both have a significant effect in 
reducing remittance flows. Using the presence of a black market exchange 
premium as a proxy for financial development, El-Sakka and McNabb (1999) 
observed a negative relationship between the foregoing and remittances. 
Evidently, the relationship between inflation and remittances in the 
literature is also not homogeneous. While El-Sakka and McNabb (1999) 
observed that remittance flows to Egypt increased with the country’s 
inflation, Buch and Kuckulenz (2009) in their study of remittances to 
developing countries found an insignificant relationship between 
remittances and inflation. The latter authors opined that bad macroeconomic 
conditions could lead to emigration while they could inherently also reduce 
the origin country’s rate of return. The foregoing, they concluded, may 
inadvertently lead to a vagueness of the effect of inflation on remittances. 

Although a number of studies have been carried out on the determinants of 
remittances in Nigeria, most of these have focused on the microeconomic 
determinants of remittances (see for instance, Nwosu et al., 2012; Olowa et 
al., 2012). Nevertheless, Ajayi et al. (2009) and Ojapinwa (2012) analysed the 
macroeconomic determinants of remittances in Nigeria using the OLS 
method. The OLS approach is however prone to endogeneity problems. This 
research attempts an analysis of the macroeconomic determinants of 
remittances using the vector error correction model.  
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Methodology 

The methodological approach utilized is a log specified model. The series 
used for the analysis are annual time series data expressed in natural 
logarithms with the sample period 1980–2013, and were sourced from the 
World Bank and the International Monetary Fund. The variables were log 
transformed considering the exponential growth pattern of some of the 
observations so as to avoid spuriousness in the relationship. Each variable 
was subjected to unit roots testing, using the Philip Perron (PP) unit root test. 
This choice is based on the advantage of PP test specifically when dealing 
with financial observations. PP test is unique in dealing with serial 
correlation and heteroskedasticity in errors. It corrects for serial correlation 
and heteroskedasticity in the errors by directly modifying the test statistics. 
PP unit root test is robust to general forms of heteroskedasticity in the error 
term ut, and does not require specified lag length. The Johansen co-
integration test was then carried out to determine if the series are co-
integrated. The presence of co-integration suggests long-run relationships 
among variables. Based on the finding of the unit root test and order of 
integration of the observations, we carried out a Vector Error Correction 
(VEC) analysis. This is consistent with Huana and Vargas-Silva (2005). They 
argued that the vector error correction model (VECM) is robust enough to 
handle endogeneity challenges between macroeconomic determinant 
variables and remittances. A crucial methodological issue in the literature on 
remittance determinants is the problem of non-stationarity. If there are at 
least two non-stationary series, chances are high for a spurious regression, 
albeit still having a reasonably high R2 value suggesting goodness of fit of 
model. Consequently, we identified the use of the ordinary least square as a 
weakness of some of the existing literature on remittance determinants using 
time series (see El-Sakka & McNabb, 1999; Aydas et al., 2005; Ajayi et al., 
2009; Ojapinwa, 2012). We also tested for causality using the Granger 
causality test framework. 

The empirical model used is derived from previous studies such as Buch and 
Kuckulenz (2009) and Singh et al. (2010), and this was adapted to suit the 
Nigerian context. Although Buch and Kuckulnez (2009) made use of illiteracy 
rate, population and age dependency ratio, we made use of school enrolment 
on the presumption that it gives an insight into the former variables. We also 
introduced home country deposit rate to our analysis. This is based on the 
classic theory of savings which has its foundation on two cornerstones; Say’s 
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law of supply and the quantity theory of money. These theories posit that 
Savings (S) and Investment (I) are equal. That is, 

S = I………………………………….…………………………………………………… (1) 

Both savings and investment are functions of interest rate (r); 

S = f(r)…………………… ………………………………………………………………. (2) 

I = f(r)…………………… ……………………………………………………………….. (3) 

S = f(r); and 
0

dr

dS

……………………………………………………………………….. (4) 

I= f(r); and 
0

dr

dI

………………………………………………………………………… (5) 

Given that an individual’s income is either consumed or saved. Keynes 
(1936) wrote in his general theory that “saving and investment are 
necessarily equal”.  

St = Yt - Ct…………………………………………………………………………………………………………………………. (6) 

It = Yt - Ct…………………………………………………………………………………………………………………………… (7) 

Therefore S=I    

It is logical to say that the marginal propensity to consume (MPC) and the 
marginal propensity to save (MPS) must be equal to unity. 

That is,  

MPC + MPS = 1……………………………………………………………………………………………………… (8) 

MPS= 1 - MPC………………………………………………………………………………………………………   (9) 

Going further, we presume that the home country’s deposit rate can influence 
emigrants to keep their savings in their home country. 

The model is specified as follows:  
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RR = f (Y, CPI, DCC, DR, ER, FD, IRD, SE, TT) …………………………………………………………(10) 

RR= αo + α1Y + α2CPI + α3DCC + α4DR + α5ER + α6FD + α7IRD + α8SE + α9TT + εt 

…(11) 

The model was therefore log transformed to derive: 

LRR= αo + α1LY + α2LCPI + α3LDCC + α4LDR + α5LER + α6LFD + α7LIRD + 
α8LSE + α9LTT + εt ……………………………………………………………………………………………………………………… (12) 

Where RR = Remittances  

Y=Income per capita 

I= Inflation 

       DCC = Domestic credit 

       DR = Deposit rate 

     ER = Exchange rate 

     FD = Financial deepening 

     IRD = Interest rate differential 

     SE = Secondary school enrolment 

     TT = Openness 

                 αo = constant 

                 εt = Error term 

Research Findings and Presentations 

Correlation Analysis 

Theoretically, migrants may remit money to help stabilize the income of their 
relatives and loved ones at home. We therefore expect that income levels will 
increase as remittances increase. Also it is expected that as school enrolment 
increases, capacity to remit will increase but the need to remit will reduce 
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over time. Ideally, it is expected that the need to remit will reduce as 
domestic credit increases on the assumption that the economy will have 
more liquid currency in circulation boosting domestic income levels through 
increased investment, hence, more jobs. As inflation increases there will be a 
need to remit more as money loses value. Also, as the value of domestic 
currency appreciates, more remittances will be needed to keep up with the 
reducing value of foreign currency to domestic currency. It is important to 
note that, for economies with inadequate domestic production of goods and 
services, the consumption pattern is often skewed towards importation. For 
such economies, fluctuations in exchange rates are bound to have 
implications for inflation. In the event of appreciation in the value of foreign 
currency, it is expected that more units of domestic currency will be needed 
to purchase a unit of foreign currency for the purpose of importation for 
consumption. The additional cost will therefore be spread over each unit of 
good. In the case of deposit rate, the expected relationship becomes more 
dependent on the motive for remitting. If remitting is altruistic, not much 
impact on the deposit rate will be expected. 

From our study, data for remittances are found to be positively correlated 
with most of the other variables and significantly correlated with some but 
not all the variables (Table 2). We found a positive and significant correlation 
between remittance levels and income, exchange rate, interest rate 
differential, secondary enrolment and openness, while the relationship 
between remittances and deposit rate was positive but insignificant. On the 
other hand, we found a negative and insignificant correlation between 
remittances and inflation, domestic credit as well as financial deepening.  

Unit Root Test 

Based on the nature of the data used, as indicated in Table 1, we observe an 
upward trend in the series, meaning that the means of the time series change 
over time and signalling the possibility of the data not being stationary in its 
natural form. To adjust for this, we transformed the series to first differenced 
logarithmic form. In validating these statistically, we subjected the data to a 
formal stationarity test using Philip Perron (PP) unit root test. We subjected 
the variables to PP test individually. We tested for the symptoms of unit roots 
following the systematic procedure advanced by Enders (1995). The results 
reveal that the variables are not stationary at level. The result for the first 
differenced series of all the variables revealed they are stationary, inferring 
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they are of order 1 I(1). The results of the PP unit root test are presented in 
Table 3.  

Co-integration Test 

We then proceeded to subject the data to a co-integration test. The co-
integration test signifies whether a long-run relationship exists between the 
variables of the model, hence a signal for causality (Engle & Granger, 1987; 
Hendry, 1986; Gujarati & Porter, 2009). The rule of thumb in co-integration 
testing suggests that based on likelihood ratio, trace statistics and Max-eigen 
values greater than their critical value connotes a rejection of the null 
hypothesis. This is in addition to the assumption that probability values 
should be less than 0.05. From the result presented in Table 4, it is clear that 
co-integrating equations exist. Using the trace test, it indicates eight co-
integrating equations at the 0.05 level. The Max-eigen value test indicates six 
co-integrating equations at the 0.05 level. We thus conclude, based on the 
results that a long-run relationship exists among the variables.  

The normalized co integrating coefficients (standard error in parentheses) is 
therefore specified as: 

LRR LY LI LDCC LDR LER LFD LIRD LSE LTT 

1.00
000 

70.84
808 

-
3.426
853 

6.679
664 

13.01
552 

2.952
473 

-
14.08
619 

5.522
407 

-
36.40
867 

-
44.69
625 

 (3.18
402) 

(0.27
411) 

(0.57
523) 

(0.60
773) 

(0.21
800) 

(1.16
606) 

(0.30
587) 

(1.58
111) 

(1.53
508) 

 

The foregoing implies that, in the long run, there is a positive relationship 
between remittance and income, domestic credit, deposit rate and exchange 
rate as well as interest rate differential, while there is an inverse relationship 
between remittance and inflation, financial deepening, school enrolment and 
openness. 
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Vector Error Correction Analysis 

The vector error correction analysis result, as depicted in Table 5, shows that 
in the short run there is an inverse relationship between exchange rate, 
domestic credit, first lag of remittance and second lag of income. The other 
variables have a positive relationship with remittance. 

The coefficient of the error-correction term (ECMt-1) reflects the speed of 
adjustment from the short-run period to the long-run period. This is 
statistically significant and negative, as expected. The ECMt-1 value of -
0.096817 implies remittance received is corrected from the short-run 
towards long-run equilibrium by about 9.7% annually.  

The short-run equation is specified as follows: 

DLRR= -12.76427 + -0.215412 DLRR (-1) + 0.303173 DLRR (-2) + 2.683970 
DLY (-1) -3.163380 DLY (-2) + 0.303133 DLI -1.458292 DLDCC + 0.287024 
DLDR -0.545621 DLER + 1.391185 DLFD + 0.343712 DLIRD +   1.131100 
DLSE + 1.871654 DLTT - 0.096817 (ECMt-1) 

In terms of diagnostic statistics in the short run, the estimated R square is 
approximately 56% and a moderate F-statics value is 1.67 suggesting an 
overall good fit and significance of the estimated model. Therefore, fitness of 
the model is accepted empirically. However, we attribute the difference 
existing in the long run and short run to disturbances/shocks that occur in 
the short run but are absent in the long run. 

Granger Causality Test 

After establishing that there exists a co-integrating relationship among our 
variables and specifying the error corrected model, we went a step further to 
identify if there is a causal relationship among our exogenous variables and 
remittances, and where it exists to identify its nature. This was done by 
employing the pairwise Granger causality test. The result is reported in Table 
6.  

We test whether the exogenous variables individually do not cause 
remittance and vice versa. Hence, we set up a null hypothesis to test ‘non-
causality’; that the variables (income, inflation, domestic credit, deposit rate, 
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exchange rate, financial deepening, interest rate differential, secondary 
enrolment and openness) do not cause remittance. 

H0:δ=0 (Y, CPI, DCC, DR, ER, FD, IRD, SE, TT does not granger-cause RR) 

From the result, not much causality exists between the exogenous variables 
and remittance. We find, however, that where causality exists, it is 
unidirectional. This was found between exchange rate, deposit rate, openness 
and remittances. We find that the direction of the causality runs from the 
exogenous variables to remittance. 

Therefore, we reject the null hypothesis and accept the alternative 
hypothesis for the variables of exchange rate, deposit rate and openness, and 
conclude that they do cause remittance flows to Nigeria. 

Discussion 

Our research finds heterogeneity among the remittance determinant 
dynamics in Nigeria. For income, we find a positive relationship for 
remittance and income levels in the long run and the first lag of the short run 
but negative for the second lag. The positive relationship is consistent with 
Lianos (1997) and El-Sakka and McNabb (1999). Similarly Omobitan (2012) 
found a positive relationship for remittance and income level for Nigeria. 
This suggests deviance from altruistic remittance, and an indication that 
remittance flow is procyclical. 

The results reveal an inverse relationship between remittance and inflation 
in the long run. Interestingly, the short run reveals a positive relationship. 
The short-run relationship suggests that remittances received increase as 
price level in the recipient economy goes up. This is in consonance with the 
findings of El-Sakka and McNabb (1999). They opined that remittance 
increases with a country’s price level using the Egyptian example. This 
suggests that remittance can serve as a response to day-to-day economic 
activities that affect recipients such as price fluctuations. However, the long-
run result with an inverse relationship suggests a procyclical situation. This 
conforms with the findings on remittance to Latin America and the Caribbean 
from the USA by Aydas et al. (2005) and Orozco and Lowell (2005). Orozco 
(2004) argued however that magnitude of remittance is not affected by 
changes in price levels, using the case of the Dominican Republic.  
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The coefficient for domestic credit is negative in the short run and positive in 
the long run. The result corroborates the findings of Gani and Sharma (2013). 
They find an inverse relationship for lower-middle-income economies, but 
for upper-middle-income economies the relationship is positive. It is 
expected that in the long run countries grow to a steady state (Barro & Sala-i-
Martin, 2004). This suggests that, as countries grow, domestic credit grows, 
thus explaining the long-run positive relationship. This explains our finding 
on the relationship between income and remittance. Migrants may remit to 
their home countries in order to invest in their growing economies.  

We find a positive correlation between remittance and deposit rate. Similarly 
the long and short run are positive with a causal relationship running from 
deposit rate to remittance. This suggests a portfolio motive for remitting. Our 
findings suggest remittances are procyclical rather than countercyclical. We 
find a strong correlation between exchange rate and remittance and a causal 
relationship running from exchange rate and remittance. In the short run, we 
find an inverse relationship between remittance and exchange rate, inferring 
that, as domestic currency appreciates, remittance levels reduce. However, in 
the long run, we find a positive relationship for exchange rate, implying that 
as domestic currency depreciates migrants find it lucrative to remit. Yang 
(2008) found that Filipino migrants sent less foreign currency when the 
Asian financial crisis led to the depreciation of the Filipino peso, suggesting 
that migrants have a specified range of amounts of money they intend their 
families to receive. Our findings therefore reflect the possibilities of an 
investment portfolio choice in the home country (see Singh et al., 2010). 
Mouhoud, Oudinet and Unan (2008) opined that it is only when motivation to 
remit is altruistic that migrants will increase remittance in the face of 
currency depreciation in the country of origin. 

We find an inverse correlation and long-run relationship for financial 
deepening and remittance, but a positive short-run relationship. Fajnzylber 
and Lopez (2007) found a positive coefficient for remittance but when it is in 
interaction with financial deepening it becomes negative; they suggested 
remittances can be substituted for by financial depth in stimulating economic 
growth. This suggests that remittances boost economic growth in developing 
economies with an underdeveloped financial system (see also Giuliano & 
Ruiz-Arranz, 2005). 
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We find a positive relationship for remittance and interest rate differential in 
all periods. This corroborates with the findings of Mouhoud et al. (2008). 
They opined that the impact of interest rates in determining remittance 
levels occurs mostly on investment motivation. They argued that it is 
expected to have a positive coefficient for investment motives since it depicts 
the deviation of domestic interest rate from the international interest rate 
which in this study was captured with the LIBOR. 

We also controlled for level of skill and education as an insight into the wage 
level of potential migrants using school enrolment level. We expect a positive 
coefficient since better education levels will attract better remuneration in 
the host country and as such improve migrants’ capacity to remit funds. We 
find an inverse relationship in the long run and a positive relationship in the 
short run. Buch and Kuckulenz (2009) opined that, since education is often 
used as a proxy for development level in an economy, chances are that high 
illiteracy level (i.e., low school enrolment) will increase the need for 
remittances. Going further, we propose that since education is a process 
involving time, it is possible to find what was derived from our analysis; that 
in the short run, an increase in educational level will lead to better wage-
earning abilities, hence increasing remittance level. In the long run we find 
the inverse of the foregoing. Since better education attracts better wages, and 
education is a proxy for development, we conclude that there would be less 
drive to migrate in the long run as the recipient economy develops. 

Our findings on openness reveal a positive relationship in the short run but 
an inverse relationship in the long run. The positive relationship in the short 
run attests to the high uncertainty associated with developing economies like 
Nigeria in connection with the benefits of openness for robust economic 
policies addressing the competitiveness of Nigeria in the global world. This 
aligns with the works of Omobitan (2012). While openness is usually linked 
with liberalization and is often seen as a catalyst for national income, 
remittances on the other hand improve the income levels of the recipients’ 
households. There is, however, contradicting evidence as to whether 
openness itself is good or bad. Although most discussion on the subject gives 
the impression that openness is a tool for growth in developing economies 
(see Easterly, 2001; Shafaeddin, 2005), systematic quantification attempts 
have however failed in identifying openness as a crucial driver of growth for 
developing economies (Rodriguez & Rodrick, 1999; Bouet et al., 2006). 
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Sundaram and Von Armin (2008) argued further that it can distract 
developing economies from industrializing. Drawing from the literature, it 
can be deduced that economies can optimize openness if they have some 
form of comparative advantage, as witnessed in China and India (Pacheco-
Lopez & Thirwall, 2009). Alessandrini et al. (2011) alluded to the Indian 
experience claiming that openness helped in improving India’s specialization 
in industries with medium- to high-technology content thereby generating a 
comparative advantage in them and enjoying a global growth in demand. 

Pacheco-López and Thirlwall (2009) argued that there can be gains from 
specialization and openness, but they noted however that the gains depend 
on the achievement of two basic conditions which are rarely met. The first is 
that the process of resources reallocation should not disrupt full employment. 
They backed this with Keynes’s (1936) assertion that if people lose their jobs 
in one sector as a result of specialization and free trade, the other sectors 
should be able to absorb them. The other notion is that the trade 
liberalization process in itself does not alter the balance of payments 
equilibrium, although they noted that evidence abounds in many developing 
countries for imports rising above exports. This explains the long-run inverse 
relationship between remittance and openness. We conclude that if openness 
follows the conditions put forward by Pacheco-Lopez and Thirlwall, (2009), 
then there will be less need to remit as recipient household income levels will 
increase with openness. 

Conclusion  

This paper analyses the determinants of remittances to Nigeria using data 
from 1980 to 2013. The literature is inconclusive on the selected variables, 
hence this study. Our findings indicate that remittance receipts in Nigeria are 
largely influenced by portfolio options rather than altruism as they seem to 
respond positively to differentials in exchange rate, deposit rate and interest 
rate. In other words, remittance flows to Nigeria are procyclical in nature 
rather than countercyclical. The study further indicates that remittances 
appear to respond to the level of openness in the home country. We also find 
causality running from deposit rate, exchange rate and openness in Nigeria. 

This paper does not capture the contributions of remittances to economic 
development or welfare, as this can be done best using disaggregated data. 
Furthermore, our data captures largely the formal channel leaving informal 
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channels uncaptured. According to Ratha (2006), informal channels account 
for about 50% of remittances. This data challenge remains a bane of 
remittance studies at the macro level and warrants caution in policy 
formation. Boothroyd and Chapman (1988) highlight this as a common issue 
in the academic and research environment, especially in the fields of 
development issues and developing economies. Perhaps access to more 
robust data in future will provide better insight into the foregoing 
phenomena. 
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Appendix 
 
Tables 
 
Table 1:  Preliminary Descriptive Analysis 

 LRR LY LI LDCC LDR LER LFD LIRD LSE LTT 

 Mean  2.4918
71 

 7.3595
49 

 2.708773  5.9368
13 

 2.3789
83 

 2.9972
58 

 3.2060
40 

 1.6471
91 

 3.3311
57 

 6.89415
0 

 Median  3.6291
51 

 7.2959
74 

 2.502478  5.9753
33 

 2.4705
69 

 3.0887
65 

 3.1908
50 

 1.2193
57 

 3.2622
90 

 7.05248
3 

 Maximum  5.4660
29 

 7.8477
63 

 4.288265  6.9309
72 

 3.1458
75 

 5.0550
35 

 3.7057
37 

 4.5164
20 

 3.9180
05 

 7.51480
4 

 Minimum -
2.0983

54 

 7.0796
11 

 1.682688  4.4887
65 

 1.6620
30 

-
0.5978

37 

 2.5733
75 

 0.0735
76 

 2.5932
98 

 5.79947
7 

 Std. Dev.  2.6672
37 

 0.1934
18 

 0.728571  0.5578
81 

 0.3774
34 

 2.0100
65 

 0.2883
26 

 1.3055
39 

 0.2800
02 

 0.44964
5 

 Skewness -
0.4316

54 

 0.9496
87 

 0.769955 -
0.4487

66 

-
0.1744

07 

-
0.5859

68 

-
0.2228

55 

 0.9413
15 

 0.0793
93 

-
1.030449 

 Kurtosis  1.5681
80 

 3.1843
06 

 2.547835  2.9539
04 

 2.2304
58 

 1.9332
39 

 2.1392
77 

 2.8746
92 

 3.6127
37 

 3.10899
1 

 Jarque-
Bera 

 3.9601
64 

 5.1589
21 

 3.649013  1.1442
27 

 1.0113
11 

 3.5578
31 

 1.3309
59 

 5.0433
30 

 0.5676
02 

 6.03384
0 

 Probability  0.1380
58 

 0.0758
15 

 0.161297  0.5643
31 

 0.6031
10 

 0.1688
21 

 0.5140
27 

 0.0803
26 

 0.7529
16 

 0.04895
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 Sum  84.723
63 

 250.22
47 

 92.09827  201.85
16 

 80.885
42 

 101.90
68 

 109.00
54 

 56.004
50 

 113.25
93 

 234.401
1 

 Sum Sq. 
Dev. 

 234.76
71 

 1.2345
52 

 17.51691  10.270
64 

 4.7010
67 

 133.33
19 

 2.7433
50 

 56.246
25 

 2.5872
44 

 6.67196
1 

 Observatio
ns 

 34  34  34  34  34  34  34  34  34  34 

 

Table 2: Correlation Table 

 LRR LY LI LDCC LDR LER LFD LIRD LSE LTT 

LRR  1.00000
0 

 0.73445
0 

-
0.120728 

-0.173113  0.00376
3 

 0.88930
1 

-
0.167958 

 0.70327
1 

 0.61666
2 

 0.839356 

LY    1.00000
0 

-
0.229557 

 0.252506 -
0.325948 

 0.68250
8 

 0.30170
0 

 0.82714
2 

 0.71229
6 

 0.751775 

LI    1.00000
0 

 0.025273  0.37283
3 

-
0.100494 

-
0.327041 

-
0.025623 

-
0.172958 

 0.025306 

LDCC     1.000000 -
0.324687 

-
0.212511 

 0.79739
0 

 0.33000
0 

 0.31259
0 

-0.167958 

LDR      1.00000
0 

 0.24808
1 

-
0.462053 

-
0.024995 

-
0.083663 

 0.168936 

LER       1.00000
0 

-
0.191957 

 0.76700
8 

 0.68942
5 

 0.862681 

LFD        1.00000
0 

 0.20026
2 

 0.30873
5 

-0.262741 

LIRD         1.00000
0 

 0.80494
3 

 0.737716 

LSE          1.00000
0 

 0.468385 

LTT           1.000000 
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Table 3: Unit Root Test 

Phillip-Perron TEST 

Variables Level First difference 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LY PP t-stat 0.786027 0.9923 Contains 
Unit Root 
(at 1%) 

PP t-stat -5.272307 0.0001 No Unit Root 
(at 1%)  
 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LRR PP t-stat -0.840719 0.7940 Contains 
Unit Root 
(at 1%) 

PP t-stat -6.481117 0.0000 No Unit Root 
(at 1%) 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 
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10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LSE PP t-stat -1.880590 0.3369 Contains 
Unit Root 
(at 1%) 

PP t-stat -3.210442 0.0286 No Unit Root 
(at 5%) 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LER PP t-stat -1.768399 0.3890 Contains 
Unit Root 
(at 1%) 

PP t-stat -4.849382 0.0004 No Unit Root 
(at 1%) 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LDR PP t-stat -2.444153 0.1380 Contains 
Unit Root 
(at 1%) 

PP t-stat -6.246327 0.0000 No Unit 
Root (at 
1%) 

1%level -3.646342 1%level -3.653730 
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5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LCPI PP t-stat -3.123614 0.0344 Contains 
Unit Root 
(at 1%) 

PP t-stat -12.75752 0.0000 No Unit 
Root (at 
1%)  

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LFD PP t-stat -1.581052 0.4808 Contains 
Unit Root 
(at 1%)  

PP t-stat -4.069969 0.0035 No Unit 
Root (at 
1%) 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LDCC PP t-stat -1.781783 0.3826 Contains 
Unit Root 

PP t-stat -6.244903 0.0000 No Unit 
Root (at 
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1%level -3.646342 (at 1%) 1%level -3.653730 1%) 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

Phillip-Perron TEST 

Variables Level First difference 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LIRD PP t-stat -0.117874 0.9392 Contains 
Unit Root 
(at 1%)  

PP t-stat -3.848479 0.0062 No Unit 
Root (at 
1%) 

1%level -3.646342 1%level -3.653730 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 

 Adj. t-stat p-value Remark Adj. t-stat p-value Remark 

LTT PP t-stat -0.954722 0.7575 Contains 
Unit Root 

PP t-stat -4.69662 0.00007 No Unit 
Root (at 
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Table 4: Co integration Test 
 

        

           
Hypothesized  Trace 0.05        

No. of CE(s) Eigenvalue Statistic Critical 
Value 

Prob.**       

           
           

None *  0.985482  518.5301  239.2354  0.0000       

At most 1 *  0.968670  383.0938  197.3709  0.0000       

At most 2 *  0.902956  272.2723  159.5297  0.0000       

At most 3 *  0.833023  197.6296  125.6154  0.0000       

At most 4 *  0.766463  140.3528  95.75366  0.0000       

At most 5 *  0.677000  93.81149  69.81889  0.0002       

At most 6 *  0.544727  57.64824  47.85613  0.0046       

At most 7 *  0.473163  32.46875  29.79707  0.0241       

At most 8  0.308742  11.96110  15.49471  0.1588       

At most 9  0.004532  0.145339  3.841466  0.7030       

           
           

1%level -3.646342 (at 1%) 1%level -3.653730 1%) 

5% level -2.954021 5% level -2.957110 

10% level 

 
 

-2.615817 10%level 

 
 

-2.617434 
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 Trace test indicates 8 cointegrating eqn(s) at the 0.05 level       

 * denotes rejection of the hypothesis at the 0.05 level       

 **MacKinnon-Haug-Michelis (1999) p-values        

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)       

           
Hypothesized  Max-Eigen 0.05        

No. of CE(s) Eigenvalue Statistic Critical 
Value 

Prob.**       

           
           

None *  0.985482  135.4362  64.50472  0.0000       

At most 1 *  0.968670  110.8215  58.43354  0.0000       

At most 2 *  0.902956  74.64275  52.36261  0.0001       

At most 3 *  0.833023  57.27673  46.23142  0.0023       

At most 4 *  0.766463  46.54133  40.07757  0.0082       

At most 5 *  0.677000  36.16325  33.87687  0.0262       

At most 6  0.544727  25.17949  27.58434  0.0985       

At most 7  0.473163  20.50765  21.13162  0.0609       

At most 8  0.308742  11.81577  14.26460  0.1178       

At most 9  0.004532  0.145339  3.841466  0.7030       

           
           
 Max-eigenvalue test indicates 6 cointegrating eqn(s) at the 0.05 
level 

      

 * denotes rejection of the hypothesis at the 0.05 level       
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 **MacKinnon-Haug-Michelis (1999) p-values        

 Unrestricted Cointegrating Coefficients (normalized by 
b'*S11*b=I):  

      

           
           

LRR LY LI LDCC LDR LER LFD LIRD LSE LTT  

-0.393820 -27.90139  1.349563 -
2.630585 

-
5.1257

73 

-
1.16274

3 

 5.547422 -
2.1748

34 

 14.3384
6 

 17.602
28 

 

-0.112721 -16.11633 -2.587112  2.609106  0.6788
24 

-
0.31645

1 

 1.680886 -
1.7193

06 

 6.76283
1 

 9.3815
57 

 

 0.474364 -3.873658  0.754754 -
5.139791 

 2.7521
39 

-
2.68352

2 

 4.557941  3.2651
29 

 1.36809
8 

 0.2208
78 

 

 0.090678  21.21750 -0.258952  0.239269  5.1929
61 

 0.2580
44 

 1.894819  0.8016
67 

-
12.37826 

-
6.38278

6 

 

 0.636732  4.860103 -1.379505 -
1.924359 

-
0.5107

82 

-
1.04823

6 

 1.070590  1.8910
74 

-
10.82345 

-
3.26292

0 

 

-0.417307 -20.55968  0.123920 -
3.618186 

-
3.6829

83 

-
0.00768

9 

 11.32125  0.9090
67 

 3.20199
5 

 8.3364
19 

 

 1.193542 -10.48259  1.403854 -
3.659330 

-
0.5641

87 

-
1.66907

4 

 10.20408 -
0.1105

20 

 1.11529
6 

 3.3436
91 

 

 0.516842  9.049796 -1.470028 -
2.479396 

 4.1875
88 

-
1.92567

1 

-
0.380657 

 0.1650
30 

 5.17765
2 

 0.6723
32 

 

-0.866553 -2.881722  0.683530 -
0.950867 

-
2.6119

 0.5717
72 

 1.010294 -
2.0766

 7.27969
4 

 4.1734
29 
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50 13 

-0.289159  8.127609 -0.440125  2.423210 -
0.5808

85 

-
0.21739

4 

-
3.481075 

-
0.5141

36 

 1.20099
0 

 1.1961
58 

 

           
           
 Unrestricted Adjustment Coefficients (alpha):         

           
           

D(LRR)  0.293248 -0.166667  0.245501  0.1889
03 

-
0.11755

1 

-
0.209108 

-
0.2871

93 

 0.04467
2 

 0.1029
33 

-
0.0013

21 
D(LY) -0.008008 -0.010879 -

0.006462 
-

0.0076
66 

-
0.01654

8 

 0.014954 -
0.0095

23 

-
0.001162 

-
0.00044

6 

 0.0006
50 

D(LI)  0.089083  0.504225  0.095439  0.0613
24 

 0.0200
18 

 0.139474 -
0.1303

46 

 0.05908
8 

 0.0173
76 

-
0.0110

34 
D(LDCC)  0.045568 -0.034267 -

0.003181 
 0.0222

31 
 0.0795

29 
 0.131075  0.0765

46 
 0.14079

0 
 0.0858

92 
 0.0031

54 
D(LDR) -0.005322 -0.003599 -

0.010503 
-

0.0301
40 

 0.0847
13 

 0.033087  0.0074
06 

-
0.040070 

 0.0705
00 

 0.0033
17 

D(LER) -0.081970  0.077069  0.102204 -
0.0635

26 

 0.1279
87 

-
0.065673 

-
0.0040

45 

-
0.019660 

-
0.00967

9 

 0.0097
17 

D(LFD)  0.020206 -0.047709 -
0.037961 

-
0.0184

66 

 0.0243
98 

 0.002521  0.0044
58 

 0.05962
9 

 0.0183
86 

 0.0005
81 

D(LIRD)  0.004159  0.090960 -
0.202293 

 0.0785
49 

 0.0119
44 

-
0.036625 

 0.1116
00 

-
0.012854 

 0.1086
11 

 0.0117
61 

D(LSE)  0.003373 -0.006902 -  0.0201  0.0084  0.002715 - -  0.0045 -
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0.027962 82 59 0.0032
76 

0.007723 42 0.0009
73 

D(LTT) -0.084784 -0.008115  0.027039  0.0026
28 

 0.0079
15 

-
0.002698 

-
0.0160

94 

 0.00127
1 

 0.0225
80 

 0.0037
20 

           
           
1 Cointegrating 
Equation(s):  

Log 
likelihood 

 212.2030        

           
           
Normalized cointegrating coefficients (standard error in 
parentheses) 

      

LRR LY LI LDCC LDR LER LFD LIRD LSE LTT  

 1.000000  70.84808 -3.426853  6.679664  13.015
52 

 2.9524
73 

-
14.08619 

 5.5224
07 

-
36.40867 

-
44.6962

5 

 

  (3.18402)  (0.27411)  (0.57523
) 

 (0.607
73) 

 (0.218
00) 

 (1.16606
) 

 (0.305
87) 

 (1.58111
) 

 (1.5350
8) 

 

 

 
Table 5: Vector Error Correction Estimates 
 

    Cointegrating Eq:  CointEq1 
    LRR(-1)  1.000000 
  

LY(-1)  7.972193 
  (8.42825) 
 [ 0.94589] 
  

C -61.16185 
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Error Correction: D(LRR) 
    CointEq1 -0.090817 
  (0.15070) 
 [-0.60262] 
  

D(LRR(-1)) -0.215412 
  (0.23182) 
 [-0.92921] 
  

D(LRR(-2))  0.303173 
  (0.21994) 
 [ 1.37846] 
  

D(LY(-1))  2.683970 
  (4.48998) 
 [ 0.59777] 
  

D(LY(-2)) -3.163380 
  (4.48005) 
 [-0.70610] 
  

C -12.76427 
  (12.1662) 
 [-1.04916] 
  

DLI  0.303133 
  (0.24527) 
 [ 1.23592] 
  

DLDCC -1.458292 
  (0.69179) 
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 [-2.10800] 
  

DLDR  0.287024 
  (0.77711) 
 [ 0.36935] 
  

DLER -0.545621 
  (0.38334) 
 [-1.42335] 
  

DLFD  1.391185 
  (1.21281) 
 [ 1.14708] 
  

DLIRD  0.343712 
  (0.35857) 
 [ 0.95857] 
  

DLSE  1.131100 
  (1.85857) 
 [ 0.60859] 
  

DLTT  1.871654 
  (1.22767) 
 [ 1.52456] 
     R-squared  0.561270 

 Adj. R-squared  0.225771 
 Sum sq. resids  8.337869 
 S.E. equation  0.700331 
 F-statistic  1.672940 
 Log likelihood -23.63281 
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 Akaike AIC  2.427923 
 Schwarz SC  3.075530 
 Mean dependent  0.192473 
 S.D. dependent  0.795918 

     
Table 6: Causality Test 
 
Pairwise Granger Causality Tests  

          
 Null Hypothesis: Obs F-Statistic Prob.   

     
     

 LY does not Granger Cause LRR  32  1.25392 0.3015 No Causality 

 LRR does not Granger Cause LY  0.22314 0.8015  

          
 LI does not Granger Cause LRR  32  2.25429 0.1243 No Causality 

 LRR does not Granger Cause LI  0.50246 0.6106 No Causality 

     
     

 LDCC does not Granger Cause LRR  32  0.32742 0.7236 No Causality 

 LRR does not Granger Cause LDCC  0.13137 0.8774 No Causality 

          
 LDR does not Granger Cause LRR  32  2.89759 0.0724 Unidirectional Causality 

 LRR does not Granger Cause LDR  1.95672 0.1608 LDR to LRR  

          
 LER does not Granger Cause LRR  32  3.59939 0.0411 Unidirectional Causality 

 LRR does not Granger Cause LER  0.12468 0.8833 LER to LRR 

     
     

 LFD does not Granger Cause LRR  32  1.69692 0.2022 No  Causality 

 LRR does not Granger Cause LFD  0.38271 0.6857  
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 LIRD does not Granger Cause LRR  32  1.26468 0.2985 No Causality 

 LRR does not Granger Cause LIRD  2.34779 0.1148  

     
     

 LSE does not Granger Cause LRR  32  0.03598 0.9647 No Causality 

 LRR does not Granger Cause LSE  1.77723 0.1883  

          
 LTT does not Granger Cause LRR  32  9.04250 0.0010 Unidirectional Causality 

 LRR does not Granger Cause LTT  0.39773 0.6757 LTT to LRR 
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